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Abstract

Unmanned aerial vehicles (UAVs) have gained prominence across various sectors for their versatile applications. While their
advantages are evident, addressing concerns associated with their deployment is essential to ensure reliability. This study
presents an innovative approach for coordinating a group of UAVs in aerial survey missions. The decentralized strategy pre-
sented in this article allow UAVs to self-organize into linear formation, optimize their coverage paths, and adapt to agent
failures, thereby ensuring efficient and adaptive mission execution. The strategy has been tested and validated on two differ-
ent platforms: the inter-UAV communication performance is evaluated on NS-3 simulator to measure metrices such as packet
delivery ratio, throughput, delay, and routing overhead within the UAV swarms, while mission efficiency and fault tolerance
is analyzed on robot operating system framework, and visualized on Gazebo simulator with real-time parameters. Through
experimental results, we show that, after proper tuning of control parameters, the approach succeeds in flock formation with
high level of fault tolerance, offering higher efficiency in terms of mission time, transmission delay, packet delivery rate, and

control overhead, when compared to the benchmark approaches.
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1. Introduction

Unmanned aerial vehicles (UAVs), commonly referred
to as drones, have experienced remarkable growth and
adoption across various sectors in recent years. Their versa-
tility, efficiency, and capability to gather real-time data have
made them indispensable tools in industries ranging from
agriculture and infrastructure to film production and envi-
ronmental conservation (Biirkle et al. 2010; Everaerts 2014;
Luo et al. 2019; Calafate and Tropea 2020). As businesses and
organizations recognize the numerous benefits, the market
for UAV technology has experienced exponential growth.
This surge can be attributed to technological advancements,
including improvements in flight autonomy, payload ca-
pacity, sensor capabilities, and data processing, which have
expanded the scope of UAV applications and enhanced their
performance across industries. Amid their widespread ap-
plications, perhaps one of the most significant roles of UAVs
emerges in disaster missions. In these critical scenarios, UAVs
serve as invaluable assets, providing crucial support to emer-
gency responders, aiding in search and rescue operations,
and facilitating rapid assessment of disaster affected areas.
Equipped with advanced sensors and imaging technology,
UAVs offer unparalleled capabilities for rapid assessment
and situational awareness in disaster zones. Their ability to
access remote or inaccessible locations allows responders to
quickly gather essential data, assess damage, and identify
potential hazards, thereby expediting response efforts and
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minimizing risks to human life. As the technology continues
to advance and the regulatory landscape evolves, the im-
portance of UAVs in disaster missions is expected to further
increase, solidifying their position as indispensable tools for
emergency management and humanitarian efforts.

In the context of disaster response, UAV operations often
employ various architectures, and each network architecture
presents unique challenges in implementing and coordinat-
ing UAVs for area surveillance. The choice of architecture
includes centralized, decentralized, and distributed; and de-
pends on the specific requirements of the mission, including
scalability, fault tolerance, and autonomy. Centralized archi-
tectures involve a single control center managing multiple
UAVs, providing centralized coordination and decision-
making. This scheme offers simplicity and ease of control
but may face challenges such as single-point failures, scala-
bility issues, limited adaptability, and resilience in dynamic
environments, thus limiting their effectiveness in disaster
response missions. Distributed UAV networks offer increased
robustness by distributing decision-making across multiple
nodes, reducing vulnerability to single points of failure.
While distributed architectures offer increased resilience
and flexibility compared to centralized approaches, they also
present certain drawbacks that can impact their suitability
for disaster response missions. One significant challenge is
achieving consensus among distributed nodes regarding task
allocation, navigation, and data sharing without relying on
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a central authority. In dynamic and unpredictable disaster
environments, maintaining synchronization and coherence
among individual UAVs can be particularly challenging,
leading to inefficiencies and suboptimal resource allocation.
Variations in environmental conditions, task priorities, or
individual UAV capabilities can lead to inconsistencies or
conflicts in decision-making and coordination, potentially
impacting the effectiveness of surveillance efforts. Addition-
ally, distributed architectures may suffer from increased
complexity in managing interactions and dependencies
among multiple autonomous nodes, which can result in co-
ordination overhead and reduced efficiency. Also, ensuring
robustness to UAV failures or malicious attacks becomes
more challenging in distributed architectures, as there is
no central control unit to mitigate the impact of individual
node failures. Decentralized architectures distribute con-
trol among multiple UAVs, allowing for greater flexibility
and redundancy. This architecture enables UAVs to oper-
ate autonomously or collaboratively, adapting to dynamic
environments and improving responsiveness.

Flight formations holds significant importance in UAV
surveillance missions. The line formation offers distinct
advantages over other formations, particularly in scenarios
where the primary objective is to efficiently cover large areas
such as disaster zones. One significant advantage of employ-
ing a line formation is its inherent simplicity and ease of
coordination. By arranging UAVs in a linear configuration, it
streamlines the management of flight paths and minimizes
the complexity of navigation, thereby reducing the risk of
coordination errors. Moreover, the line formation excels in
optimizing resource utilization and flight efficiency. With
UAVs flying in a straight line, there is minimal deviation from
the designated path, resulting in a more direct and expedient
coverage of the area. This efficient utilization of resources
translates to reduced operational costs and potentially
shorter mission durations, which are crucial considerations
in disaster response efforts where time is of the essence. In
a distributed architecture, when a line formation is estab-
lished and a UAV within the formation fails, there exists a
risk of network partitioning, where the remaining UAVs may
become disconnected or unable to communicate effectively
with each other. This partitioning can disrupt the coordina-
tion and collaboration among UAVs, leading to inefficiencies
and potentially compromising the effectiveness of surveil-
lance efforts; whereas in a decentralized architecture, the
risk of network partitioning due to UAV failure is mitigated
through self-organization and adaptive behavior. Decen-
tralized architectures typically leverage principles of local
interactions and collective decision-making, allowing UAVs
to dynamically adjust their formations and reconfigure their
communication links in response to changes in the network
topology. This inherent adaptability makes decentralized
architectures well-suited for dynamic and unpredictable
environments such as disaster response missions, where
the ability to maintain connectivity and coordination in
the face of failures or disruptions is essential for mission
success.

Despite advancements in decentralization schemes (Huang
etal. 2021; Zhou et al. 2023), ensuring robustness in UAV mis-

sions against faults and failures is still an area requiring sig-
nificant attention. Enhancing fault tolerance mechanisms is
essential to bolster the effectiveness of UAV missions in disas-
ter scenarios, where quick and reliable response can make a
substantial difference in saving lives and mitigating damages.
In this study, we consider a disaster monitoring application
and introduce a communication approach for the formation
and maintenance of a group of UAVs tasked with an aerial
survey mission of the disaster site. The UAVs are equipped
with monitoring sensors, such as cameras, and their primary
objective is to comprehensively cover a specific terrain area,
subsequently relaying all collected sensor data to a base sta-
tion. The proposed solution follows a decentralized approach
such that UAVs have the capability of (i) self-organizing in a
formation with distinct characteristics; (ii) determining an
optimal path for covering the given area, thereby minimiz-
ing the mission duration and, (iii) identifying agent failures
within the swarm and dynamically planning the path to ac-
count for the uncovered area by the faulty agents. This ap-
proach ensures the efficient and adaptive execution of aerial
survey missions, offering the benefits of decentralized coor-
dination, optimal coverage, and fault tolerance. The effective-
ness of our proposed strategy has been tested and validated
on two different platforms. In the first set of simulations,
we examine swarm efficiency in terms of mission time and
fault tolerance, on robot operating system (ROS) framework.
The ROS platform facilitates interaction among the agents
through ROS publisher/subscriber mechanisms on various
ROS topics. This allows for seamless coordination and data ex-
change between UAVs. Furthermore, the flight dynamics and
behavior of the agents are visualized using the Gazebo en-
vironment, providing valuable insights into their real-world
performance. The second set of simulations aim at assess-
ing the data traffic in the network on Network Simulator-3
(NS-3). This evaluation involves the analysis of crucial perfor-
mance metrics, including packet delivery ratio, end-to-end
delay, and routing overhead. The system model is detailed
in the subsequent sections and experimental simulations are
presented for different node densities to evaluate the perfor-
mance of the proposed strategy.

The paper is structured as follows. Section II provides
a background on the topic and conducts an analysis of
the related literature in the field, offering a comprehen-
sive overview of the existing research and its relevance to
the current study. Section III delves into the system model
considered in our work, outlining the methodology and
framework, and a brief on the simulation environment is
presented in section IV. In section V, experimental results
are analyzed, emphasizing on the performance and chal-
lenges of the proposed strategy, and section VI concludes
the paper based on the findings presented in the preceding
sections.

2. Related work

Aerial survey and monitoring applications involve a range
of challenges that demand specific algorithms and tech-
niques for mission execution (Basir et al. 2021; Wang et al.
2023). These challenges encompass aspects such as formation
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and maintenance of UAV flocks, establishing communication
between UAVs, and developing algorithms for efficient area
coverage and path planning. Many of the proposed solutions
fall under the domain of multi-agent systems (MASs), viewing
a group of UAVs as interacting autonomous agents (Van Dyke
Parunak et al. 2003). A dynamic mission planning for UAV
swarms is presented in Wei et al. (2013) where the authors
introduced a hybrid centralized distributed control frame-
work for mission assignment and scheduling, designed to
adapt to changing environmental conditions and missions.
With similar objectives, our work, however, considers a de-
centralized behavior of agents coordinating with each other
to meet the mission objectives. An efficient coverage path
planning (CPP) collision-avoidance capable algorithm for sin-
gle or multi-UAV systems in cluttered urban environments
is presented in Mufioz et al. (2021). The algorithm uses a
boustrophedon flight pattern with UAVs flying in a triangular
deformable leader-follower formation. This formation can
lead to over-covering problems making coverage missions
less effective. A prominent approach to UAV flocking as
discussed in Vasdrhelyi et al. (2014) involves a decentralized
solution for multicopter flocks, drawing inspiration from the
collective behavior of flocks, herds, and schools (Reynolds
1987). Agents operate autonomously, receiving information
from nearby UAVs and employ GPS receivers and wireless in-
terface for stability. Another approach, described in Schleich
et al. (2013) employs a leader-follower strategy, assuming
constant speed and altitude for UAVs. These UAVs experience
stochastic dynamics, and the control model for each UAV is
based on stochastic optimal control, factoring in distance
and heading angle of the leader. This approach was tested
with a group of three camera-equipped UAVs for vision-based
target tracking, resulting in noticeable decrease in sensing
errors and sensor faults. The work presented in Ruetten et
al. (2020) focused on providing self-organizing capability for
UAVs to optimize area coverage. The UAVs read the received
signal (RSSI) strength and adjust their positions accordingly.
A specific strategy to coordinate dynamic sets of UAVs to solve
a specific area coverage problem based on coverage maps is
proposed in Pellegrino et al. (2020). The work identified the
main subproblems of area partitioning, traversal strategy
and repartitioning, and described how each of them can be
addressed. The process is evaluated based on the time taken
to complete coverage of the interest area and by creating
motion heat maps as latency in these networks cannot be tol-
erated during critical missions. By employing a UAV enabled
multitarget tracking and sensing framework, the approach
proposed in Patrizi et al. (2020) optimizes data collection
and processing through intelligent matching and distributed
decision-making. This can lead to more efficient and timely
acquisition of critical information, thus potentially reducing
overall latency in disaster response and surveillance efforts.
By introducing fault-tolerant coordination strategies, the
framework may help mitigate delays caused by UAV failures
or disruptions, further enhancing the overall responsive-
ness of the system. With a focus on addressing user-centric
concerns such as data processing and transfer times in
disaster-affected areas, Miyano et al. (2019) introduced a
scheduling method for multi-UAV search systems in disaster
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scenarios through utility-based problem formulation to op-
timize data collection while minimizing latency. A coverage
control method tailored for multiagent systems is introduced
in Aminzadeh and Khoshnood (2023), specifically addressing
initial disaster assessment and search tasks. However, it does
not delve into flight formations or the extensive coverage
of disaster areas or the issue of node failures. The study
presented in Kumar and Kumar (2023) explores and analyses
the existing research on various coverage techniques for
UAVs. It provides an overview of the current state-of-the-art
CPP methods for UAVs, examines a variety of geometric
flight patterns, and also discusses the key challenges and
requirements.

A decentralized and online heuristic approach is proposed
in Zhu et al. (2021) to address the challenge of collabora-
tive coverage by multiple UAVs. In this approach, each UAV
maintains a probability grid map as a locally stored matrix,
and there is no need for shared memory among the UAVs.
The strategy is designed around two evaluation functions
and the corresponding technical methods that allow UAVs
to autonomously make decisions in a self-organizing man-
ner. The simulation results demonstrate that this algorithm
effectively combines geometric features like parallel search
and internal spiral search for detecting targets in the given
area. The scheme discussed in Huang et al. (2021) uses UAVs
with image processing to monitor congested roads in vari-
ous modes. Communication between UAVs is limited, facili-
tating real-time operation, but it does not explicitly address
node failures. Addressing node failures would require addi-
tional measures such as redundancy in communication path-
ways or fault-tolerant algorithms. The algorithm presented
in Tnunay et al. (2021) makes use of a virtual leader net-
work topology to guide the formation of UAVs and calculates
optimal trajectories for CPP. These trajectories are specifi-
cally designed to accommodate the dynamic limitations of
the UAVs and takes into account constraints related to the
position, velocity, and acceleration. Furthermore, the algo-
rithm addresses the dynamics of the formation itself and em-
ploys a feedback controller to adapt and fine-tune the pa-
rameters in real-time. The study in Li et al. (2022) provides
a more comprehensive understanding of the coverage prob-
lem of UAV networks by classifying them into static or dy-
namic coverage, autonomous or inter-user coverage, homo-
geneous or heterogeneous coverage, and various other con-
straints such as energy, obstacles, connectivity, and threats. A
mission-based UAV swarms coordination approach discussed
in Fabra et al. (2020) uses a centralized approach where the
master UAV synchronizes all slave UAVs each time they reach
an intermediate point in the mission. This adds control over-
head in the network and introduces delay in mission comple-
tion. The work in De Benedetti et al. (2017) analyses the self-
organizing capability of flock on a monitoring mission. The
study examines how a single fault agent can affect the mis-
sion performance, in terms of mission time alone. Nonethe-
less, the paper has contributed significantly in understanding
the theoretical aspects of flock formation and the principles
of mission planning. A mission-oriented framework to sup-
port the management and collaboration of both aerial (UAVs)
and terrestrial (UGVs) robots, equipped with sensors and ac-
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Fig. 1. Network scenario considered in the work.
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tuators is investigated in Pace et al. (2016). This framework
allows to manage UAV swarms based on mission-oriented ob-
jectives. A series of experiments using off-the-shelf UAVs in a
real test-bed was conducted to analyse this aspect. The arti-
cle presented in Khan et al. (2022) examines the contribution
of MASs in disaster recovery missions, particularly highlight-
ing recent research employing UAVs in disaster management.
It underscores the importance of tackling coverage control
challenges and ensuring fault tolerance by proposing a robust
heterogeneous multi-agent approach. However, the focus re-
mains on UAVs stationed at specific locations, neglecting to
address node failures in aerial surveillance missions where
UAVs cover broader regions and may encounter operational
failures.

3. Mission model and environment

In the context of an aerial survey mission, the objective
of this study is to monitor a specific geographical area with
a set of UAVs. The study assumes a homogeneous set; how-
ever, the analysis may hold good for heterogeneous sets as
well since the architecture is decentralized and task alloca-
tion considers the capabilities of each UAV. The survey mis-
sions can encompass various scenarios, such as conducting
aerial photogrammetry of a region (Watanabe and Kawahara
2016; Jiménez-Jiménez et al. 2021), performing aerial inspec-
tions to identify specific features or terrain conditions (e.g.,
landslides), or creating thermographic maps through radio-
metric infrared cameras. In all these scenarios, it is assumed
that the UAVs are equipped with an optical sensor capable of
capturing an aerial image of a specific region of the terrain
from a certain altitude. The captured area at an instant is re-
ferred to as the camera footprint and is taken as a rectangu-
lar region with dimensions (w, I) that depends on the altitude
and sensor characteristics; w and I represent the breadth and
length of the footprint, respectively, at an altitude h relative
to the ground level. The area to be surveyed is assumed to
exhibit a rectangular shape with dimensions (W x L), where
W is the width and L is the length of the region. This assump-
tion does not limit our approach, as it remains feasible to
identify the smallest enclosing rectangle even in scenarios

Area to be surveyed

where the actual area exhibits a different geometric config-
uration. Within this environment, the monitoring entities,
hereafter referred to as agents, consist of multirotor vehicles
with four-degrees-of-freedom and supports vertical take-off
and landing. Additionally, the area to be monitored includes
a ground control station (GCS) responsible for collecting the
data acquired by the agents. Each agent has control over its
altitude and the Euler angles roll, pitch, and yaw. According
to the dynamics of the multirotor, a non-zero roll or pitch
angle leads to a translated flight along the y or x-axis, respec-
tively. As a result, the position pose of each agent u at time t
is described by a four-element tuple as eq. 1.

(1) pose, (t) = (Xu, Yu, Zu, Ou)

where 6, corresponds to the yaw angle with respect to mag-
netic North. UAVs are equipped with a flight stack (e.g.,
Pixhawk autopilot (Mardiyanto et al. 2019) and a range of
sensors, including accelerometers, gyroscopes, magnetome-
ters, barometers, and GPS. This ensures that each agent con-
stantly knows its pose at any given instant. Furthermore,
each agent is equipped with two communication systems:
(i) a low-power, short-range system for agent-to-agent com-
munication, (ii) a medium-power, long-range system for com-
munication with the GCS. This dual communication setup
is designed to manage power consumption efficiently. While
agent interactions are frequent, the long-range system is pri-
marily employed for communication with the GCS. Every
agent in the network is identified through a unique ID which
remains constant throughout the mission. The overall system
architecture along with an illustration of the described sce-
nario, is depicted in Fig. 1.

For a team of UAVs to survey an area effectively, they must
collaborate with each other to perform a coordinated flight.
A decentralized framework allows each UAV in the team to
act autonomously and make decisions based on local infor-
mation shared between the peers, such as their current posi-
tion, velocity, sensor readings, and planned flight paths. This
can be achieved through short range wireless communica-
tion protocols such as Wi-Fi, bluetooth, or specialized proto-
cols designed for UAV networks (Chen et al. 2020). Although,
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Fig. 2. Agent entry in the local database.
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in a decentralized framework, there may not be a desig-
nated leader responsible for coordinating the entire team,
UAVs may employ leader-follower dynamics, where one UAV
takes the lead and others follow its trajectory while main-
taining the formation. While the leader UAV provides guid-
ance, decision-making remains decentralized, with each UAV
capable of adjusting its actions based on local observations
and communication with neighboring UAVs. This allows the
team to respond effectively to dynamic environments and
uncertainties. When employing a line formation with UAVs,
it is possible that the communication range of individual
UAVs may not cover the entire group, especially if the forma-
tion spans a large area. In such cases, a multihop forwarding
mechanism becomes necessary to ensure effective communi-
cation and coordination across the entire network (Bekmezci
et al. 2013). This approach ensures that every agent is aware
of every other agent in the network along with their rela-
tive positions. Each agent maintains a neighbor entry table
in its local database. For each agent u, the information stored
are, the agent ID,, the last known positions (posey(u), posey(u),
pose,(u)), estimated number of hops i.e., hop count hc,, local
timestamp Tgen at which position information is generated,
and the time stamp Teney at which the information has been
received and entered into the neighbor entry table. The agent
entry format is shown in Fig. 2.

When data tuples are broadcasted, any agent within the
communication range may receive it. The receiving agent
then checks its local database for associated information
based on the received ID. If no information is found, the tuple
is added to its database. However, if associated information is
located, the timestamps of both the received data and the ex-
isting entry are compared, and the entry is updated only if the
received timestamp is greater than the current entry times-
tamp; otherwise, it is discarded. This process ensures that re-
ceived information is relatively fresh, and Tge, and Tepey are
updated in the neighbor table entry. This data exchange is
done periodically to maintain the formation throughout the
mission. Each entry in the neighbor table has a lifetime, de-
noted as MAX_PERIOD. An entry that is not updated within
this period is considered stale and is removed. This may occur
if an agent fails and its data are no longer transmitted over
the network. Setting an appropriate value for MAX_PERIOD is
essential to ensure that the lack of data updates does not re-
sult from packet loss due to collisions or network congestion.
The Max hop count field decides the distance the packet can
travel and is set to the overall diameter (net_diameter) of the
network.

Drone Syst. Appl. 12: 1-15 (2024) | dx.doi.org/10.1139/dsa-2023-0101

‘Canadian Science Publishing
A. Flock formation

After an initial setup time, Tervp, the agents are assumed to
have knowledge of other agents and their distances in terms
of hop count. For time t greater than Tser.yp, the agents uti-
lize formation rules to establish a proper flock. The next fun-
damental requirement is to achieve an optimal flight path
and an ideal flock shape that prevents repeated coverage of
the same region by one or more UAVs, referred to as over-
covering, as it is essential for the chosen application. Hence,
it is logical to have UAVs fly side-by-side to prevent one agent
from flying behind another, as other formations can add to
over coverage problem (De Benedetti et al. 2017). Any flock
formation that adheres to this aspect, such as a V-shape or a
linear pattern aligns with our application requirements.

Typically, flock formation approaches, as discussed in stud-
ies (Reynolds 1987; Bouraqgadi et al. 2009; Vasdrhelyi et al.
2014), rely on algorithms that employ information on agent
positions and apply the following rules:

» Separation (R1): Enforces a minimal distance to avoid
crowding and potential collisions.

* Alignment (R2): Ensures that all agents maintain the same
heading and direction of movement.

* Cohesion (R3): Aims to maintain an interconnected cluster,
preventing agents from drifting apart and causing a poten-
tial flock partition.

Based on the preceding considerations regarding flock
shape, we have chosen the linear placement of agents along
a formation line perpendicular to the flight direction. In this
formation, the distance between two adjacent agents should
ideally match the width of the sensor view w at the flight alti-
tude h. This choice, implemented by configuring parameters
within rule R1, helps fulfil both the previously mentioned re-
quirements.

A virtual leader agent is selected by identifying the agent
with the lowest ID among those in the database. This ID
is stored as currentLeader_ID in the local database of each
agent. With every agent now informed about its peers, they
all choose the same leader. Although a leader is selected,
decision-making remains decentralized, with each UAV capa-
ble of planning its actions based on local observations and
communication with neighboring UAVs. The leader acts as
a relay between the GCS and the follower UAVs, transmit-
ting data collected by the UAVs to the GCS and vice versa.
With the leader in place, a virtual line perpendicular to its
heading direction is taken as the formation line, as shown in
Fig. 1. To establish the flock, all agents strive to reach and
maintain positions on this formation line while adhering to
rules R1, R2, and R3.

B. Area coverage and path planning

The process of area coverage is a collaborative task involv-
ing all UAVs. It relies on the continuous exchange of data
related to the area already covered by various agents and
on the planning of an optimal path for the flock to survey
the remaining portions. The leader holds the responsibility
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Fig. 3. Area subdivision in the proposed work.
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of relaying the waypoints; and the GCS located at consider-
able distance from the surveyed area serves as an additional
entity for data gathering regarding the covered area. There-
fore, there are two crucial mechanisms: (i) agents establishing
and maintaining a local database for the covered area parts,
known as the covered area database (CAD); and (ii) the leader
periodically executing a querying mechanism to collect up-
dates on coverage from the other UAVs, merging them, and
the swarm devising an appropriate survey path.

In a line formation, dividing the area into segments is a
common strategy to efficiently cover the entire region while
ensuring that each segment is adequately surveyed (Muioz
et al. 2021). The area to be surveyed is divided into a series
of contiguous stripes, typically arranged linearly along the
desired direction of movement for the UAV swarms as de-
picted in Fig. 3. The number and size of stripes may vary
depending on factors such as the area, complexity, and the
capabilities of the UAVs. Each stripe identified for surveying
is then further subdivided into smaller segments based on
the size and shape of the camera footprint. The camera foot-
print of each UAV is determined based on camera specifica-
tions, such as field of view, resolution, and altitude; and can
be calculated from eq. 2 and eq. 3, where r is the camera as-
pect ratio. Within each segment, specific waypoints (geomet-
ric center of the footprint area) are extracted to guide the
UAV flight path during the surveying mission. Further, the
UAVs autonomously determine its own set of waypoints and
collaborates with neighboring UAVs to ensure comprehensive
coverage of the segmented area.

To simplify the representation of the area to be covered,
as well as the individual portions that can be monitored by
a sensor, we shift from a global geographic reference where
geographic coordinates, namely latitude, longitude, and alti-
tude, are mapped to a local cartesian reference xyz. One of

Fig. 4. Query packet format.

Seq No leader ID

ack_field

lifetime

{CAD}

mission_terminate

the corners of the rectangular area becomes the origin of the
local xy Cartesian system, while the mission altitude along
the z-axis is set as a constant determined by the mission. The
formation line of the flock is parallel to the x-axis, and the
flight is executed with UAVs heading perpendicular to this
direction. Since the camera footprint can be known in ad-
vance, the area subdivision can be performed before start of
the mission. Each subdivision or the stripe (along the x-axis)
is denoted by a stripe_ID, coordinates (Xstare, ¥), and (Xend, ¥)
where x is defined in eq. 4 as

n
(4) X = Z (Xend - Xstart)
i=1
where n represents the number of stripes, each having width
equal to the camera footprint. The segments are represented
by segment_ID.

Every agent maintains a CAD which contains data repre-
senting the strip segments already covered by that specific
agent. An entry in the CAD includes {stripe_ID, segment_ID}.
The base station also maintains a base station CAD (BCAD),
which follows the same structure as the CAD. The BCAD
keeps track of the regions for which monitored data has been
received by the base station.

1. Distributed data aggregation (DDA)

The virtual leader is responsible for gathering information
on the covered segments from the follower UAVs and forward
it to the GCS. It periodically sends out a query to collect infor-
mation stored at the local database of each agent. The query
data packet format is shown in Fig. 4 and it consists of the
following, (i) ID of the leader (leader_ID); (ii) sequence num-
ber (Seq_No) which is incremented by 1 for each new query;
(iii) acknowledgement field (ack_field) which is a bitmap of
size N, each bit (referred to as ack_bit) if set, indicates that
the corresponding agent has answered to the query; where
N is the number of agents in the network; (iv) lifetime field
(lifetime) which indicates the time for which the packet tra-
verses through the network; lifetime equals the network di-
ameter (net_diameter) if the packet is broadcasted across the
network; and (v) the CAD data about the area already covered
by the agent.

The leader sets the leader_ID field to its own ID, increments
the Seq_No by 1, sets its corresponding ack_bit to 1, and life-
time to net_diameter. The query is then broadcasted over the
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low-power wireless range. The agents which are in range re-
ceives the packet and performs algorithm 1.

Lines 1. Define the aggregation function with leader_ID,
Seq_No, ack_bit, and lifetime as input parameters.

Lines 2—4. Check if mission_terminate flag is set: if yes, termi-
nate the mission; otherwise, check if leader_ID is same as cur-
rentLeader_ID, and if Seq_No > currentSeq_No; if conditions are
met, proceed to update the packet with its partial CAD infor-
mation; the packet is dropped otherwise. A packet mismatch
could happen when the leader fails and the information on
current leader is not updated. The Seq_No is checked to avoid
stale data in the network.

Line 5. currentSeq_No updated.

Lines 6-7. The CAD information in the received packet is
merged with the CAD in the agent database and the CAD field
in the packet is replace with the merged data. The merge pro-
cess is described in the algorithm and involves union opera-
tion of the stripe segments and eliminating the overlapped
segments. The ack_bit field corresponding to the agent is set.

Lines 8. The packet is further broadcast to other agents in
range.

When the packet returns to the leader with the ack_field set
to 1, the CAD information received can be considered as com-
pleted. This information is sent to the base station to keep a
track of the mission execution. The mission_terminate flag is
set when all the stripes are covered by the agents.

Algorithm I. Distributed data aggregation.

1: function CAD_aggregate (receivedCAD (leader_ID, Seq_No,
ack_bit, lifetime)
. if leader_ID = currentLeader_ID do:
: if (not mission_terminate) then
: if Seq_No > currentSeq_No do:
: currentSeq_No < Seq_No
: Set ack_bit (agent)
: CAD <« merge(ReceivedCAD, partialCAD (agent))
: Broadcast packet to neighbors
: else
: Discard the packet
else
Stop mission and land
10: else
11: Discard the packet

O 00 J O U b W WN

Following the exchange and merging of CAD data, the
leader proceeds to determine the uncovered waypoints and
further computes the possible paths by considering the ex-
ternal borders of the uncovered segments. It is assumed that
sufficient number of agents have the energy to traverse the
uncovered path. Agents with energy less than a threshold in-
forms its neighbors and proceeds to land at the depot. Due to
the coordinated movement of the agents, they usually focus
on a single unexplored region at a time. Hence, considering
the external borders of this single unexplored area can re-
sult in two potential paths, depending on whether the flock
starts tracing the area boundary clockwise or counterclock-
wise. The leader evaluates these two paths and selects the
one that is closer to the flock. If there are multiple disjoint
uncovered segments, the leader strategically selects the opti-
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Fig. 5. Possible path followed by the leader.
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mal path by considering the size of the areas to be covered
and their proximity to the flock. This strategy is designed to
maintain the efficiency of the flock in covering as many of
the uncovered regions of interest as possible.

Once the area is identified, the region boundaries are
smoothened as shown in Fig. 5 and the smallest rectangle
that fits the smoothened area is obtained to further extract
new set of waypoints. The leader UAV then broadcasts the ex-
tracted waypoints to all agents within the swarm. This com-
munication ensures that all UAVs have access to the same
waypoints and can autonomously plan their flight paths ac-
cordingly. Each UAV autonomously selects the waypoints that
it can cover based on factors such as remaining energy levels
and proximity to the waypoints. This decision-making pro-
cess allows UAVs to optimize their flight paths based on their
individual capabilities and constraints. By sharing informa-
tion about selected waypoints and coordinating their move-
ments, UAVs can avoid redundancies and gaps in coverage,
maximizing the efficiency of the surveying mission. When
the leader identifies that the whole area has been covered,
it broadcasts a mission_terminate flag to signal other agents to
stop following the formation, fly back to the depot and even-
tually land.

Thus, even if an agent encounters issues or fails during the
operation the coverage objective is met by the rest of the flock
seamlessly adapting to the mission requirements. However,
there are two faulty scenarios to be addressed: (i) non-leader
agent failure, and (ii) leader agent failure. When a non-leader
agent fails, it stops broadcasting its position and data. The
neighbor agents detect that the entry for the faulty agent has
not been updated for MAX_PERIOD and the entry is removed
from the agent CAD. However, the flock can continue its oper-
ation by considering only the agents that are still operational.
In the next round of the query, the leader identifies that the
ack_bit field for the fault agent is not set and assumes that
the area covered by the faulty agent is not included in the
packet; the leader now plans a mission that incorporates the
lost data, effectively re-covering it. This new path may lead
to some areas being covered more than once, but this is a
trade-off for data recovery.
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A similar situation arises if the agent at fault is the leader.
Consequently, the agent is removed from CAD and a new
leader is selected. After MAX_PERIOD, the agent is removed
from the agent database, and a new leader is selected. How-
ever, because there is no global synchronization, not all
agents will synchronize the removal of the leader tuple at
the same time. This can lead to a temporary interval during
which all agents may not agree to a single leader. This, how-
ever, does not pose a problem in practice as agents do not fol-
low the leader directly; instead fly autonomously. Thus, they
will continue to maintain their formation, and compensates
for the latency required to elect a new leader.

Algorithm II. Waypoint selection method.

1: Inputs: List of waypoints {W,,}, current position of UAV;
(%), y;), angle threshold ¢, maximum flight duration D;

: Output: List of selected waypoints for UAV; to navigate

: Initialize: aligned_waypoints <« empty list se-
lected_waypoints < empty list

: for each waypoint j in {W,} do:

: if angle between(UAV}, waypoint j) < «; then:

: Append j to aligned_waypoints

: endif

: sort aligned_waypoints by distance from UAV;

: end for

10: total_distance < 0

11: for each waypoint in aligned_waypoints do:

12: if (total_distance 4 distance between (UAV;, waypoint)) < D

then:
13: update UAV position to waypoint
14: total_distance < total_distance + distance between (UAV;,
waypoint)

15: append waypoint to selected_waypoints

16: else

17: break

18: end if

19: end for

20: return selected_waypoints
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2. Decentralized waypoint selection

The base station transmits the waypoints to all the UAVs
through the selected virtual leader. It is to be noted that
the leader does not take any decisions on behalf of other
UAVs, instead it only relays the information. The UAVs au-
tonomously select the waypoints based on their own capa-
bilities. Algorithm II depicts the process involved in select-
ing the waypoints by each UAV. The inputs to the algorithm
are: list of waypoints, current UAV position, acceptable an-
gle threshold and maximum flight duration of a UAV which
is a factor of battery capacity and the discharge rate. Lines
4-7 of the algorithm filters waypoints based on their align-
ment with the current orientation of the UAV, ensuring that
only those within a specified angle threshold are considered.
These aligned waypoints are then sorted based on their prox-
imity to the current UAV position as stated in line 8. The algo-
rithm then iterates through the sorted list, evaluating each
waypoint selection based on the constraint that adding its
distance to the total distance travelled must not exceed the

maximum flight duration as depicted in lines 10-12. If a way-
point satisfies this condition, the UAV updates its position
accordingly and adds the waypoint to the selected list. The
process continues until either the maximum flight duration
is reached or there are no more feasible waypoints left. By
dynamically updating the UAV path based on proximity and
flight duration constraints, the algorithm optimizes naviga-
tion efficiency, enabling the UAV to effectively explore its en-
vironment while respecting operational limitations.

4. Simulation environment

To evaluate the mission performance and validate the pro-
posed work, we utilized the PX4-SITL simulator in conjunc-
tion with the ROS within a 3D Gazebo environment. The net-
work characteristics are analyzed using NS-3. Both the simu-
lation environments are briefed in this section.

A. Robot operating system (ROS)

ROS or robot operating system, serves as a middleware that
facilitates the seamless operation of diverse devices and sys-
tems (Koubaa 2017). At its core, ROS adopts a graph structure
where processes are represented as nodes, enabling commu-
nication through various messaging patterns like point-to-
point and publish/subscribe mechanisms. Central to the ROS
network is the master node, which plays a pivotal role in pro-
viding essential services such as name registration, query ser-
vices, and facilitating connections between nodes. Typically,
ROS implements the publish/subscribe communication pat-
tern, wherein nodes publish information on specific topics,
which is then received by subscribing nodes. This messaging
paradigm, coupled with efficient message routing facilitated
by naming conventions, forms the backbone of ROS commu-
nication. Moreover, ROS introduces the concept of services,
enabling one-to-one data exchange between nodes. A node
defines a service through which other nodes can interact with
it, further enhancing the flexibility and versatility of commu-
nication within the ROS ecosystem. The fundamental opera-
tion of the ROS is depicted in Fig. 6.

In practical implementations, ROS programs are com-
monly run on the linux operating system (OS) utilizing the
rospy library in Python version 3.10. Within the context of
UAV flight control, ROS facilitates precise control through
the utilization of PID (proportional-integral-derivative) con-
trollers, a widely adopted method in UAV flight stacks. PID
control involves fine-tuning parameters related to angular
rate, speed, and altitude to achieve desired flight behavior.
Communication among agents within the system is facili-
tated through message exchange using the ROS framework.
ROS offers predefined message types for a range of topics,
including linear and angular velocities, local and global po-
sitions, and it also supports user-defined message types and
topics.

B. Network Simulator (NS-3)

The NS-3 simulator stands is an open-source discrete event
NS, developed as a platform for networking research. It em-
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Fig. 6. Node communication in robot operating system
framework.
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powers users with a comprehensive suite of models that
helps in analysing the performance of packet data transmis-
sions, coupled with a simulation engine that facilitates the
execution of simulation experiments. By leveraging NS-3, re-
searchers can delve into evaluations that may be impractical
or unfeasible in real-time systems, thus unlocking avenues
for in-depth analysis and experimentation. Notably, NS-3
boasts support for both wired and wireless networks, offer-
ing a versatile environment for exploring networking proto-
cols across various layers of the OSI model. Built as a modular
set of libraries, NS-3 encourages integration not only within
its own framework but also with external software libraries,
fostering flexibility, and extensibility. This design philosophy
enables users to tailor simulations to their specific research
needs and integrate additional functionalities seamlessly.
Furthermore, NS-3 provides compatibility with a range of ex-
ternal tools dedicated to animation, data analysis, and visual-
ization. For instance, popular tools like netAnim for animation
and tracemetrics, Wireshark, and gnuplot for data analysis and
visualization can be employed in conjunction with NS-3 sim-
ulations. However, users typically interact with NS-3 through
the command line interface, leveraging C++ and/or Python
development tools for scripting and customization. While NS-
3 finds its stronghold in Linux and macOS environments,
it is worth noting that support for Windows framework
is also available, albeit with some considerations (available
from https:/[www.nsnam.org/). This cross-platform compati-
bility ensures accessibility to a wider user base, fostering col-
laboration and innovation within the networking research
community.

5. Experimental analysis

The experimental analysis for the proposed scheme is per-
formed from two different perspectives. In the first phase,
the flock formation and mission performance are analyzed
on ROS framework and visualized on Gazebo environment
that takes real world physical constraints into consideration.
To set up the simulation, we have considered a square area
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Fig. 7. Waypoints extracted for an area of 1000 x 1000.
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Fig. 8. Agents take-off on robot operating system Gazebo
framework.

of 1000 x 1000 m to be covered with quadcopter UAVs. The
speed of the nodes is set as 10 m/s, and the flight altitude
is assumed at 60 m for which the camera footprint (area cap-
tured by the sensor) is 122.18 m (w) x 68.73 m (]) as calculated
from eq. 2 and eq. 3. The waypoints for the given area are
extracted as depicted in Fig. 7. However, for the flock con-
trol algorithm, the parameters are obtained from trial-and-
error in which the flock performance is analyzed in terms
of collisions and partitions, and then adjusted accordingly.
At the start of the simulation, the agents take-off to a prede-
fined altitude and then exchange their position information
with their neighboring nodes. Figure 8 illustrates the process
of agents initiating take-off within the ROS framework. The
flocking process starts with all the agents selecting a node as
virtual leader based on metrics such as lowest ID, minimum
distance to the GCS and residual energy, to relay information
between the GCS and the other UAVs. The analysis is carried
out for a node count of 10 with node IDs from 0 to 9. Assum-
ing the set to be homogeneous, all the nodes select agent 0
as their leader (agent 0 is located close to the base station).
Once the leader is selected, it requests the GCS to unicast all
the waypoints to it. On receiving the waypoints, the leader ad-
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Fig. 9. A plot of mission time versus number of nodes.
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Table 1. Numerical results on mission time, number of
nodes, and energy requirements.

No. of Mission time  Average energy  Total energy
agents (mm:ss) (mAh) (mAh)
10 31.67 1005 10050
15 21.67 918 13770
20 18.33 841 16 820
25 15.20 765 19125
30 14.75 623 18690
35 16.08 779 27265
40 13.38 502 20080
45 11.67 472 21240
50 9.83 458 22900

justs its heading direction based on the position vector of the
waypoint coordinates, while all the follower UAVs align them-
selves with respect to the leader, perpendicular to its heading
direction. Further, the leader broadcasts the waypoints to all
the UAVs and each UAV selects its own set of waypoints based
on Algorithm IL

The first set of evaluations aim at calculating the mission
time versus the number of agents under zero agent failures.
Figure 9 shows a plot of mission time versus number of
agents, and the numerical values are reported in Table 1.
From the results, we can observe that, with a greater num-
ber of agents, the mission time is reduced. However, once the
number of agents exceed 25, mission time values are rela-
tively stable up to a count of 35 further which the mission
time reduces significantly. Figure 10 shows a comparative
plot of the decentralized scheme with state-of-art schemes
(Fabra et al. 2020) that has considered a centralized cover-
age, (Schleich et al. 2013) that considered distributed multi-
UAV mission and (Aminzadeh and Khoshnood 2023) that has
performed cooperative mission for post-disaster scenario. It
can be noted that both distributed and decentralized archi-
tectures achieve similar mission times for a given number of
nodes under the environment considered in the study. How-
ever, the decentralized architecture is more reliable during
node failures as illustrated in Fig. 11. This is because, each
node in the network typically has some degree of autonomy
and can make decisions based on local information and in-
teractions with nearby nodes. This ensures that if one node

10

Fig. 10. A comparison plot of mission time with state-of-art
schemes.
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Fig. 11. Reliability versus number of nodes (with single fault).
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Fig. 12. Reliability versus number of nodes (with double
faults).
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fails, others can continue to operate and maintain network
connectivity. In the analyzed scenario considering both single
and double faults, decentralized architectures demonstrate
superiority over distributed networks, even though reliabil-
ity decreases with an increasing number of faults as noted
in Figs. 11 and 12. It is to be noted that the study defines
node failure as instances where a node is no longer a part of
the network, encompassing scenarios such as battery deple-
tion, collisions with obstacles, and environmental uncertain-
ties that render nodes unavailable for network operations.
However, it does not classify temporary communication loss
as a node failure. Instead, the assumption is made that nodes
will regain connectivity and resume their mission after such
interruptions. The flocking time is also plotted for different

Drone Syst. Appl. 12: 1-15 (2024) | dx.doi.org/10.1139/dsa-2023-0101



http://dx.doi.org/10.1139/dsa-2023-0101

Drone Syst. Appl. Downloaded from cdnsciencepub.com by 152.58.32.251 on 07/28/24

Fig. 13. Flocking time versus number of nodes.
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Fig. 14. A plot of area versus coverage times.

1.0000000 — T T T T ‘ 3
) 0 ——
\ 0.0001 ——
0.1000000 ¢ 3 0.0003 —¥— |
=
g
Z 0.0100000 J
8 E
£
® 0.0010000 4
Q
=
=}
o
o 0.0001000 ¢ E
2
2
0.0000100 4
0.0000010 :
0 2 14

Coverage times

Fig. 15. A plot of redundancy versus number of nodes.
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UAV network architectures as depicted in Fig. 13. It can be
observed that the flocking time is higher for decentralized
scheme. This is because agents within the decentralized en-
vironment communicate with neighboring nodes to achieve
alignment in formation, contrasting with the distributed en-
vironment where nodes receive location coordinates directly
from the leader, and from the ground station in case of cen-
tralized architecture.

The next objective is to verify the efficiency of the UAV
swarms to re-cover the area during agent failures. A plot of
recovered area versus single agent failure probability is pre-
sented in Fig. 14. We can observe that, average over-covering
increases as the failure probability increases. With zero fail-
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Fig. 16. Number of nodes versus mission time.
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Table 2. Number of agents required and total energy
spent versus mission time.

Parameter Value
Simulation area (Rect_size) 1050 x 1050
Simulation time 250's
Number of nodes 10-50

Initial node energy 100 Joules

Node speed 10 m/s
Mobility model Waypoint Mobility Model
Propagation model Free space

MAC protocol IEEE 802.11
Routing protocol AODV

Physical layer IEEE 802.11b

ure probability, more than 70% of the area is covered only
once, 20% of the area is covered twice, more than 8% of the
area is covered thrice, and <2% covered four times. Though
average over-covering increases with failure probability, the
numerical values are negligible beyond a coverage of three
times. Thus, the propose strategy can be considered effective
during single agent failures and relative effective during dou-
ble node failures. We have also studied the performance of
the proposed scheme for multiagent failures, but the cover-
age efficiency was reduced by 9.2%. Since the application un-
der study is disaster monitoring which is time-sensitive, we
manually added redundant agents in the network to analyze
what percentage of redundancy helps in achieving the mis-
sion in the same amount of time without failures. The total
required mission time is assumed to be 35 min for a set of
10 waypoints for each UAV, and two faults are assumed at
waypoint 3 (for agent 2) and at waypoint 8 (for agent 7) re-
spectively. With multiple trial-and-error attempts, we have
observed a redundancy requirement of 22.7% for node count
of less than 25. But when the count increases, this redun-
dancy percent falls, as shown in Fig. 15. This could be because
the tasks assigned to the faulty agents are evenly distributed
across the other agents in the network.

To compare our work with Pace et al. (2016), we also carried
out sub-area coverage for the given area, and the comparison
results are shown in Fig. 16. In sub-area coverage, the total
area is divided into smaller sub-regions and each region is as-
signed to a single UAV. With number of agents less than 30,

11
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Fig. 17. Flock formation process on NS-3 simulator: (a) nodes deployed randomly; (b) nodes communicate with each other to
align themselves in relative positions; (c) Nodes aligned partially; (d) all nodes in linear formation and the master broadcasts

packets.
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the sub-area coverage approach proved to be efficient than
the proposed strategy. Beyond 30, the proposed strategy com-
pleted the mission in lesser time. This could be because of
the additional distance that a UAV has to cover from its own
assigned area to the sub-area of the UAV that failed. This com-
pletes the first phase of evaluation.

The second phase performs protocol stack analysis using
NS-3 to study the network performance in terms of network
aspects such as end-to-end delay, and packet delivery ratio
and node survival rate. The stack design considerations are
shown in Table 2. The UAVs are assumed as nodes, and all
the nodes in the network are randomly deployed. They ex-
change hello messages to inform other nodes about its pres-
ence. That way, each node updates its neighborhood informa-
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tion in the routing table. Since the nodes are battery powered
and the network is highly dynamic in nature, energy-aware
ad-hoc on-demand routing protocol (AODV) is considered for
routing the packets from the source node to the destination
node. The flock formation of nodes is tested on the simula-
tor and the results for a total of 50 nodes are discussed in
this section. The nodes are placed randomly at the start of
the simulation as shown in Fig. 17a, and all the nodes com-
municate with their neighbors to calculate their relative po-
sitions as shown in Figs. 17a and 17b. In Fig. 17c, the nodes are
partially aligned, with node 0 as the reference leader; the re-
maining nodes align in linear formation as shown in Fig. 17d.
The flock formation time is calculated to be 25 s. On compar-
ing the communication overhead in the network during flock
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Fig. 18. Communication overhead versus number of nodes.
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Fig. 19. Network performance of agents in NS-3 framework.
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formation for decentralized and distributed architectures, it
is observed that the communication overhead is higher for
the decentralized scheme as depicted in Fig. 18. Unlike dis-
tributed architectures, where decision-making may be more
centralized, the decentralized approach distributes decision-
making across the network, leading to increased communi-
cation requirements among nodes. As a result, while decen-
tralized architectures offer advantages in terms of autonomy
and adaptability, they may incur higher communication over-
head, particularly in scenarios under study requiring com-
plex coordination and decision-making. Fig. 19 depicts the
network environment with ten nodes actively participating
in the mission. Subsequently, various network parameters
are evaluated. In all the tests conducted, the node speed is
set as 10 m/s and the simulation time is 250 s. To analyze the
influence of node density on network performance, the num-
ber of nodes is increased from 10 to 50. The numerical values
presented are an average of 10 runs. Figure 20 shows a plot of
average end-to-end delay for different node densities. It can
be observed that the delay is higher for a node count of 30,
and decreases as the nodes increases.

This is because, with less number of nodes, there may be
fewer links connecting the source to destination. As the node
count increases, more links are available and the data can
be delivered faster. However, from Fig. 21, it can also be ob-
served that, as the nodes further increases, the more and
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Fig. 20. A plot average end-to-end delay versus number of
nodes.
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Fig. 21. A plot of routing overhead versus simulation time.

Routing overhead versus Simulation time
1.4 T T

138 1
1.36 1
1.34
1.32

Overhead

13 \ 5 3 J*i
A N A
1.28 | ; = |
+ \ A
1.26 [ - + g
\: o ¥
1.24 ¥
1.22 L L 3 :
0 20 40 60 80 100

Simulation time(s)

Fig. 22. Average packet delivery ratio versus number of
nodes.
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more control packets are broadcasted and this can lead to net-
work congestion. Figure 22 shows a plot of packet delivery ra-
tio versus the number of nodes. From Fig. 23, it can be noted
that the survival rate rapidly decreases after a node count of
35. After examining the potential reasons, we arrived at a con-
clusion that AODV-based protocols consume energy at faster
rate with a higher node density.

A. Challenges of the proposed strategy
Despite the benefits, there are certain challenges identified
with the proposed strategy that require further investigation

and refinement. One of the primary concerns is the com-
munication overhead associated with maintaining constant,
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Fig. 23. Average survival rate versus number of nodes.
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decentralized communication among UAVs as illustrated in
Fig. 18, which can introduce latency and reduce the system
responsiveness. Future research could aim at minimizing
the communication overhead, thus making decentralized
missions a more viable option for dynamic environments.
Additionally, the study is performed for a swarm size of 10,
however, as the swarm size increases, the complexity of coor-
dination may escalate, potentially impacting the scalability
of our approach in a practical scenario. Energy manage-
ment remains another critical area, where optimizing the
balance between operational duration and mission effective-
ness is crucial, especially given the varying conditions and
unexpected challenges encountered during missions. Fur-
thermore, while our strategy exhibits robust fault tolerance
in simulations, the performance under practical scenarios
need to be tested for recovery from multiple simultaneous
UAV failures, particularly involving a re-election of leader
UAV, need to be strengthened to ensure uninterrupted
mission execution. Further, external environmental factors
and potential interference pose unpredictable challenges
that could affect the swarm performance. Addressing these
challenges will require a multifaceted approach, including
the development of more efficient communication proto-
cols, advanced energy management techniques, and scalable
coordination algorithms. Future research will focus on
enhancing the resilience to operational uncertainties and
environmental conditions, thereby solidifying the founda-
tion for deploying UAV swarms in a broader range of critical
applications.

6. Conclusions

The study explores decentralized fault-tolerant UAV swarm
coordination for critical missions, emphasizing the growing
importance of UAVs in disaster response. The scheme allows
UAVs to self-organize in a linear formation, find optimum
coverage paths, and adapt to agent failures. The core ad-
vantages of our approach are manifested in its ability to
enhance operational efficiency, improve fault tolerance, and
ensure adaptive mission execution without the need for
centralized control. By enabling UAVs to self-organize into
linear formations and dynamically adapt their flight paths,
the mission time is significantly optimized, thereby increas-
ing the overall effectiveness. The decentralized nature of the
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strategy ensures that the system is resilient to single points
of failure, a critical advantage in disaster scenarios where
reliable performance is paramount. Through testing and
validation of the approach on two different platforms, the
study validates the effectiveness of the decentralized scheme
in achieving higher resilience to node failures. The high level
of fault tolerance and efficient flock formation underscores
the robustness of the proposed strategy, making it a valuable
contribution to the field of UAV networking in diverse appli-
cations. While acknowledging the benefits of decentralized
architectures and distributed control among multiple UAVs,
the study also highlights challenges associated with manag-
ing interactions and dependencies among the decentralized
nodes. For future work, the authors look forward to address
these challenges and in integrating security measures to
address vulnerabilities in the network.
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